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Since the 1950s, philosophers and AI researchers have held that disambiguating natural 
language sentences depended on common sense. In 2012, the Winograd Schema Challenge 
was established to evaluate the common-sense reasoning abilities of a machine by testing 
its ability to disambiguate sentences. The designers argued only a system capable of 
“thinking in the full-bodied sense” would be able to pass the test. However, by 2023, 
the original authors concede the test has been soundly defeated by large language 
models which still seem to lack common sense of full-bodied thinking. In this paper, 
we argue that disambiguating sentences only seemed like a good test of common-sense 
based on a certain picture of the relationship between linguistic comprehension and 
semantic knowledge—one typically associated with the early computational theory of 
mind and Symbolic AI. If this picture is rejected, as it is by most LLM researchers, then 
disambiguation ceases to look like a comprehensive test of common-sense and instead 
appear only to test linguistic competence. The upshot is that any linguistic test, not just 
disambiguation, is unlikely to tell us much about common sense or genuine intelligence.

© 2023 Elsevier B.V. All rights reserved.

“We can describe the process of understanding language as a conversion from a string of sounds or letters to an inter-
nal representation of ‘meaning.’ In order to do this, a language-understanding system must have some formal way to 
express its knowledge of a subject and must be able to represent the ‘meaning’ of a sentence in this formalism. The 
formalism must be structured so the system can use its knowledge in conjunction with a problem-solving system to 
make deductions, accept new information, answer questions, and interpret commands.” Terry Winograd [63]: 23-4

1. Introduction

What makes something a significant accomplishment in artificial intelligence? There have been many proposed cognitive 
abilities taken to require human-like intelligence which would be a good test for AI, such as successful chess playing ([45]; 
[20]). The assumption was that these abilities could not be accomplished without possessing the genuine article: real, 
bonafide human-like intelligence. But when AI systems accomplish these feats—as with Deep Blue’s victory in chess over 
Garry Kasparov in 1997—there is a feeling by many that the accomplishment does not show us anything interesting about 
intelligence [17]. This situation is so common and pervasive it has its own name, “the AI effect”: when a machine cannot 
do a task, it is assumed the task requires intelligence; when a machine can do it, the task is no longer regarded as requiring 
intelligence.

* Corresponding author.
E-mail addresses: jacob.browning@nyu.edu (J. Browning), yl22@nyu.edu (Y. LeCun).
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2. Une histoire mouvementée
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Machine-learning technology powers many aspects of modern 
society: from web searches to content filtering on social net-
works to recommendations on e-commerce websites, and 

it is increasingly present in consumer products such as cameras and 
smartphones. Machine-learning systems are used to identify objects 
in images, transcribe speech into text, match news items, posts or 
products with users’ interests, and select relevant results of search. 
Increasingly, these applications make use of a class of techniques called 
deep learning. 

Conventional machine-learning techniques were limited in their 
ability to process natural data in their raw form. For decades, con-
structing a pattern-recognition or machine-learning system required 
careful engineering and considerable domain expertise to design a fea-
ture extractor that transformed the raw data (such as the pixel values 
of an image) into a suitable internal representation or feature vector 
from which the learning subsystem, often a classifier, could detect or 
classify patterns in the input. 

Representation learning is a set of methods that allows a machine to 
be fed with raw data and to automatically discover the representations 
needed for detection or classification. Deep-learning methods are 
representation-learning methods with multiple levels of representa-
tion, obtained by composing simple but non-linear modules that each 
transform the representation at one level (starting with the raw input) 
into a representation at a higher, slightly more abstract level. With the 
composition of enough such transformations, very complex functions 
can be learned. For classification tasks, higher layers of representation 
amplify aspects of the input that are important for discrimination and 
suppress irrelevant variations. An image, for example, comes in the 
form of an array of pixel values, and the learned features in the first 
layer of representation typically represent the presence or absence of 
edges at particular orientations and locations in the image. The second 
layer typically detects motifs by spotting particular arrangements of 
edges, regardless of small variations in the edge positions. The third 
layer may assemble motifs into larger combinations that correspond 
to parts of familiar objects, and subsequent layers would detect objects 
as combinations of these parts. The key aspect of deep learning is that 
these layers of features are not designed by human engineers: they 
are learned from data using a general-purpose learning procedure. 

Deep learning is making major advances in solving problems that 
have resisted the best attempts of the artificial intelligence commu-
nity for many years. It has turned out to be very good at discovering 

intricate structures in high-dimensional data and is therefore applica-
ble to many domains of science, business and government. In addition 
to beating records in image recognition1–4 and speech recognition5–7, it 
has beaten other machine-learning techniques at predicting the activ-
ity of potential drug molecules8, analysing particle accelerator data9,10, 
reconstructing brain circuits11, and predicting the effects of mutations 
in non-coding DNA on gene expression and disease12,13. Perhaps more 
surprisingly, deep learning has produced extremely promising results 
for various tasks in natural language understanding14, particularly 
topic classification, sentiment analysis, question answering15 and lan-
guage translation16,17. 

We think that deep learning will have many more successes in the 
near future because it requires very little engineering by hand, so it 
can easily take advantage of increases in the amount of available com-
putation and data. New learning algorithms and architectures that are 
currently being developed for deep neural networks will only acceler-
ate this progress. 

Supervised learning 
The most common form of machine learning, deep or not, is super-
vised learning. Imagine that we want to build a system that can classify 
images as containing, say, a house, a car, a person or a pet. We first 
collect a large data set of images of houses, cars, people and pets, each 
labelled with its category. During training, the machine is shown an 
image and produces an output in the form of a vector of scores, one 
for each category. We want the desired category to have the highest 
score of all categories, but this is unlikely to happen before training. 
We compute an objective function that measures the error (or dis-
tance) between the output scores and the desired pattern of scores. The 
machine then modifies its internal adjustable parameters to reduce 
this error. These adjustable parameters, often called weights, are real 
numbers that can be seen as ‘knobs’ that define the input–output func-
tion of the machine. In a typical deep-learning system, there may be 
hundreds of millions of these adjustable weights, and hundreds of 
millions of labelled examples with which to train the machine. 

To properly adjust the weight vector, the learning algorithm com-
putes a gradient vector that, for each weight, indicates by what amount 
the error would increase or decrease if the weight were increased by a 
tiny amount. The weight vector is then adjusted in the opposite direc-
tion to the gradient vector. 

The objective function, averaged over all the training examples, can 

Deep learning allows computational models that are composed of multiple processing layers to learn representations of 
data with multiple levels of abstraction. These methods have dramatically improved the state-of-the-art in speech rec-
ognition, visual object recognition, object detection and many other domains such as drug discovery and genomics. Deep 
learning discovers intricate structure in large data sets by using the backpropagation algorithm to indicate how a machine 
should change its internal parameters that are used to compute the representation in each layer from the representation in 
the previous layer. Deep convolutional nets have brought about breakthroughs in processing images, video, speech and 
audio, whereas recurrent nets have shone light on sequential data such as text and speech. 

Deep learning
Yann LeCun1,2, Yoshua Bengio3 & Geoffrey Hinton4,5
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doi:10.1038/nature14539

© 2015 Macmillan Publishers Limited. All rights reserved
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Quelles nouveautés ? 

• Puissance de traitement - l’augmentation exponentielle des capacités 

• Données - l’abondance de textes, d’images et de vidéos 

• Algorithmes - le passage de l’expertise à l’expérience 

• Modèles économiques - la tentation de l’ouverture
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Les données













Sans données ?



(1) AlphaGo Fan is the previously published program that played against Fan Hui in October 2015. This program was distributed over many machines using 176 GPUs.

(3) AlphaGo Master is the program that defeated top human players by 60–0 in January 2017 - initialized by supervised learning from human data + reinforcement

(2) AlphaGo Lee is the program that defeated Lee Sedol 4–1 in March 2016. It was previously unpublished, but is similar in most regards to AlphaGo Fan - 48 TPUs, rather than GPUs

(4) AlphaGo Zero learns from self-play reinforcement learning, with no human supervision in April 2017. It uses just a single machine in the Google Cloud with 4 TPUs

David Silver et al., Mastering the game of Go without human knowledge, 7 avril / 18 octobre 2017, Nature

Maîtriser le jeu de go sans l’expérience humaine

(x) AlphaZero is a more generalized variant of the AlphaGo Zero (AGZ) algorithm, and is able to play shogi and chess as well as Go.
- Defeated Stockfish 8 after 9 hours of training.
- Defeated AlphaGo Zero after 34 hours of training.



David Foster, How to build your own AlphaZero AI using Python and Keras, 26 janvier 2018, Medium



Les algorithmes



Machine hypothético-déductive (1) et machine inductive (2)

Dominique Cardon, Jean-Philippe Cointet, Antoine Mazières, La revanche des neurones, Réseaux 2018/5 (n° 211), pp. 173 à 220.



Modèle formel d’un neurone artificiel à seuil binaire

Dominique Cardon, Jean-Philippe Cointet, Antoine Mazières, La revanche des neurones, Réseaux 2018/5 (n° 211), pp. 173 à 220.



Fonctionnement d’un réseau de neurones simple

Dominique Cardon, Jean-Philippe Cointet, Antoine Mazières, La revanche des neurones, Réseaux 2018/5 (n° 211), pp. 173 à 220.



Yann LeCun, Yoshua Bengio & Geoffrey Hinton, Deep learning, Nature 2015 (vol.521), pp. 436-444.

Réseau de neurones multicouches et rétropropagation
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Abstract

We propose two novel model architectures for computing continuous vector repre-
sentations of words from very large data sets. The quality of these representations
is measured in a word similarity task, and the results are compared to the previ-
ously best performing techniques based on different types of neural networks. We
observe large improvements in accuracy at much lower computational cost, i.e. it
takes less than a day to learn high quality word vectors from a 1.6 billion words
data set. Furthermore, we show that these vectors provide state-of-the-art perfor-
mance on our test set for measuring syntactic and semantic word similarities.

1 Introduction

Many current NLP systems and techniques treat words as atomic units - there is no notion of similar-
ity between words, as these are represented as indices in a vocabulary. This choice has several good
reasons - simplicity, robustness and the observation that simple models trained on huge amounts of
data outperform complex systems trained on less data. An example is the popular N-gram model
used for statistical language modeling - today, it is possible to train N-grams on virtually all available
data (trillions of words [3]).

However, the simple techniques are at their limits in many tasks. For example, the amount of
relevant in-domain data for automatic speech recognition is limited - the performance is usually
dominated by the size of high quality transcribed speech data (often just millions of words). In
machine translation, the existing corpora for many languages contain only a few billions of words
or less. Thus, there are situations where simple scaling up of the basic techniques will not result in
any significant progress, and we have to focus on more advanced techniques.

With progress of machine learning techniques in recent years, it has become possible to train more
complex models on much larger data set, and they typically outperform the simple models. Probably
the most successful concept is to use distributed representations of words [10]. For example, neural
network based language models significantly outperform N-gram models [1, 27, 17].

1.1 Goals of the Paper

The main goal of this paper is to introduce techniques that can be used for learning high-quality word
vectors from huge data sets with billions of words, and with millions of words in the vocabulary. As
far as we know, none of the previously proposed architectures has been successfully trained on more
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Abstract

The dominant sequence transduction models are based on complex recurrent or
convolutional neural networks that include an encoder and a decoder. The best
performing models also connect the encoder and decoder through an attention
mechanism. We propose a new simple network architecture, the Transformer,
based solely on attention mechanisms, dispensing with recurrence and convolutions
entirely. Experiments on two machine translation tasks show these models to
be superior in quality while being more parallelizable and requiring significantly
less time to train. Our model achieves 28.4 BLEU on the WMT 2014 English-
to-German translation task, improving over the existing best results, including
ensembles, by over 2 BLEU. On the WMT 2014 English-to-French translation task,
our model establishes a new single-model state-of-the-art BLEU score of 41.8 after
training for 3.5 days on eight GPUs, a small fraction of the training costs of the
best models from the literature. We show that the Transformer generalizes well to
other tasks by applying it successfully to English constituency parsing both with
large and limited training data.

⇤Equal contribution. Listing order is random. Jakob proposed replacing RNNs with self-attention and started
the effort to evaluate this idea. Ashish, with Illia, designed and implemented the first Transformer models and
has been crucially involved in every aspect of this work. Noam proposed scaled dot-product attention, multi-head
attention and the parameter-free position representation and became the other person involved in nearly every
detail. Niki designed, implemented, tuned and evaluated countless model variants in our original codebase and
tensor2tensor. Llion also experimented with novel model variants, was responsible for our initial codebase, and
efficient inference and visualizations. Lukasz and Aidan spent countless long days designing various parts of and
implementing tensor2tensor, replacing our earlier codebase, greatly improving results and massively accelerating
our research.

†Work performed while at Google Brain.
‡Work performed while at Google Research.

31st Conference on Neural Information Processing Systems (NIPS 2017), Long Beach, CA, USA.

ar
X

iv
:1

70
6.

03
76

2v
7 

 [c
s.C

L]
  2

 A
ug

 2
02

3
2013 2017



Efficient Estimation of Word Representations in
Vector Space

Tomas Mikolov
Google Inc., Mountain View, CA
tmikolov@google.com

Kai Chen
Google Inc., Mountain View, CA

kaichen@google.com

Greg Corrado
Google Inc., Mountain View, CA
gcorrado@google.com

Jeffrey Dean
Google Inc., Mountain View, CA

jeff@google.com

Abstract

We propose two novel model architectures for computing continuous vector repre-
sentations of words from very large data sets. The quality of these representations
is measured in a word similarity task, and the results are compared to the previ-
ously best performing techniques based on different types of neural networks. We
observe large improvements in accuracy at much lower computational cost, i.e. it
takes less than a day to learn high quality word vectors from a 1.6 billion words
data set. Furthermore, we show that these vectors provide state-of-the-art perfor-
mance on our test set for measuring syntactic and semantic word similarities.

1 Introduction

Many current NLP systems and techniques treat words as atomic units - there is no notion of similar-
ity between words, as these are represented as indices in a vocabulary. This choice has several good
reasons - simplicity, robustness and the observation that simple models trained on huge amounts of
data outperform complex systems trained on less data. An example is the popular N-gram model
used for statistical language modeling - today, it is possible to train N-grams on virtually all available
data (trillions of words [3]).

However, the simple techniques are at their limits in many tasks. For example, the amount of
relevant in-domain data for automatic speech recognition is limited - the performance is usually
dominated by the size of high quality transcribed speech data (often just millions of words). In
machine translation, the existing corpora for many languages contain only a few billions of words
or less. Thus, there are situations where simple scaling up of the basic techniques will not result in
any significant progress, and we have to focus on more advanced techniques.

With progress of machine learning techniques in recent years, it has become possible to train more
complex models on much larger data set, and they typically outperform the simple models. Probably
the most successful concept is to use distributed representations of words [10]. For example, neural
network based language models significantly outperform N-gram models [1, 27, 17].

1.1 Goals of the Paper

The main goal of this paper is to introduce techniques that can be used for learning high-quality word
vectors from huge data sets with billions of words, and with millions of words in the vocabulary. As
far as we know, none of the previously proposed architectures has been successfully trained on more

1

ar
X

iv
:1

30
1.

37
81

v3
  [

cs
.C

L]
  7

 S
ep

 2
01

3

BERT: Pre-training of Deep Bidirectional Transformers for

Language Understanding

Jacob Devlin Ming-Wei Chang Kenton Lee Kristina Toutanova

Google AI Language
{jacobdevlin,mingweichang,kentonl,kristout}@google.com

Abstract

We introduce a new language representa-
tion model called BERT, which stands for
Bidirectional Encoder Representations from
Transformers. Unlike recent language repre-
sentation models (Peters et al., 2018a; Rad-
ford et al., 2018), BERT is designed to pre-
train deep bidirectional representations from
unlabeled text by jointly conditioning on both
left and right context in all layers. As a re-
sult, the pre-trained BERT model can be fine-
tuned with just one additional output layer
to create state-of-the-art models for a wide
range of tasks, such as question answering and
language inference, without substantial task-
specific architecture modifications.

BERT is conceptually simple and empirically
powerful. It obtains new state-of-the-art re-
sults on eleven natural language processing
tasks, including pushing the GLUE score to
80.5% (7.7% point absolute improvement),
MultiNLI accuracy to 86.7% (4.6% absolute
improvement), SQuAD v1.1 question answer-
ing Test F1 to 93.2 (1.5 point absolute im-
provement) and SQuAD v2.0 Test F1 to 83.1
(5.1 point absolute improvement).

1 Introduction

Language model pre-training has been shown to
be effective for improving many natural language
processing tasks (Dai and Le, 2015; Peters et al.,
2018a; Radford et al., 2018; Howard and Ruder,
2018). These include sentence-level tasks such as
natural language inference (Bowman et al., 2015;
Williams et al., 2018) and paraphrasing (Dolan
and Brockett, 2005), which aim to predict the re-
lationships between sentences by analyzing them
holistically, as well as token-level tasks such as
named entity recognition and question answering,
where models are required to produce fine-grained
output at the token level (Tjong Kim Sang and
De Meulder, 2003; Rajpurkar et al., 2016).

There are two existing strategies for apply-
ing pre-trained language representations to down-
stream tasks: feature-based and fine-tuning. The
feature-based approach, such as ELMo (Peters
et al., 2018a), uses task-specific architectures that
include the pre-trained representations as addi-
tional features. The fine-tuning approach, such as
the Generative Pre-trained Transformer (OpenAI
GPT) (Radford et al., 2018), introduces minimal
task-specific parameters, and is trained on the
downstream tasks by simply fine-tuning all pre-
trained parameters. The two approaches share the
same objective function during pre-training, where
they use unidirectional language models to learn
general language representations.

We argue that current techniques restrict the
power of the pre-trained representations, espe-
cially for the fine-tuning approaches. The ma-
jor limitation is that standard language models are
unidirectional, and this limits the choice of archi-
tectures that can be used during pre-training. For
example, in OpenAI GPT, the authors use a left-to-
right architecture, where every token can only at-
tend to previous tokens in the self-attention layers
of the Transformer (Vaswani et al., 2017). Such re-
strictions are sub-optimal for sentence-level tasks,
and could be very harmful when applying fine-
tuning based approaches to token-level tasks such
as question answering, where it is crucial to incor-
porate context from both directions.

In this paper, we improve the fine-tuning based
approaches by proposing BERT: Bidirectional
Encoder Representations from Transformers.
BERT alleviates the previously mentioned unidi-
rectionality constraint by using a “masked lan-
guage model” (MLM) pre-training objective, in-
spired by the Cloze task (Taylor, 1953). The
masked language model randomly masks some of
the tokens from the input, and the objective is to
predict the original vocabulary id of the masked
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The dominant sequence transduction models are based on complex recurrent or
convolutional neural networks that include an encoder and a decoder. The best
performing models also connect the encoder and decoder through an attention
mechanism. We propose a new simple network architecture, the Transformer,
based solely on attention mechanisms, dispensing with recurrence and convolutions
entirely. Experiments on two machine translation tasks show these models to
be superior in quality while being more parallelizable and requiring significantly
less time to train. Our model achieves 28.4 BLEU on the WMT 2014 English-
to-German translation task, improving over the existing best results, including
ensembles, by over 2 BLEU. On the WMT 2014 English-to-French translation task,
our model establishes a new single-model state-of-the-art BLEU score of 41.8 after
training for 3.5 days on eight GPUs, a small fraction of the training costs of the
best models from the literature. We show that the Transformer generalizes well to
other tasks by applying it successfully to English constituency parsing both with
large and limited training data.

⇤Equal contribution. Listing order is random. Jakob proposed replacing RNNs with self-attention and started
the effort to evaluate this idea. Ashish, with Illia, designed and implemented the first Transformer models and
has been crucially involved in every aspect of this work. Noam proposed scaled dot-product attention, multi-head
attention and the parameter-free position representation and became the other person involved in nearly every
detail. Niki designed, implemented, tuned and evaluated countless model variants in our original codebase and
tensor2tensor. Llion also experimented with novel model variants, was responsible for our initial codebase, and
efficient inference and visualizations. Lukasz and Aidan spent countless long days designing various parts of and
implementing tensor2tensor, replacing our earlier codebase, greatly improving results and massively accelerating
our research.

†Work performed while at Google Brain.
‡Work performed while at Google Research.

31st Conference on Neural Information Processing Systems (NIPS 2017), Long Beach, CA, USA.
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Abstract

Natural language understanding comprises a wide range of diverse tasks such
as textual entailment, question answering, semantic similarity assessment, and
document classification. Although large unlabeled text corpora are abundant,
labeled data for learning these specific tasks is scarce, making it challenging for
discriminatively trained models to perform adequately. We demonstrate that large
gains on these tasks can be realized by generative pre-training of a language model
on a diverse corpus of unlabeled text, followed by discriminative fine-tuning on each
specific task. In contrast to previous approaches, we make use of task-aware input
transformations during fine-tuning to achieve effective transfer while requiring
minimal changes to the model architecture. We demonstrate the effectiveness of
our approach on a wide range of benchmarks for natural language understanding.
Our general task-agnostic model outperforms discriminatively trained models that
use architectures specifically crafted for each task, significantly improving upon the
state of the art in 9 out of the 12 tasks studied. For instance, we achieve absolute
improvements of 8.9% on commonsense reasoning (Stories Cloze Test), 5.7% on
question answering (RACE), and 1.5% on textual entailment (MultiNLI).

1 Introduction

The ability to learn effectively from raw text is crucial to alleviating the dependence on supervised
learning in natural language processing (NLP). Most deep learning methods require substantial
amounts of manually labeled data, which restricts their applicability in many domains that suffer
from a dearth of annotated resources [61]. In these situations, models that can leverage linguistic
information from unlabeled data provide a valuable alternative to gathering more annotation, which
can be time-consuming and expensive. Further, even in cases where considerable supervision
is available, learning good representations in an unsupervised fashion can provide a significant
performance boost. The most compelling evidence for this so far has been the extensive use of pre-
trained word embeddings [10, 39, 42] to improve performance on a range of NLP tasks [8, 11, 26, 45].

Leveraging more than word-level information from unlabeled text, however, is challenging for two
main reasons. First, it is unclear what type of optimization objectives are most effective at learning
text representations that are useful for transfer. Recent research has looked at various objectives
such as language modeling [44], machine translation [38], and discourse coherence [22], with each
method outperforming the others on different tasks.1 Second, there is no consensus on the most
effective way to transfer these learned representations to the target task. Existing techniques involve
a combination of making task-specific changes to the model architecture [43, 44], using intricate
learning schemes [21] and adding auxiliary learning objectives [50]. These uncertainties have made
it difficult to develop effective semi-supervised learning approaches for language processing.

1https://gluebenchmark.com/leaderboard

Preprint. Work in progress.
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Abstract

We propose two novel model architectures for computing continuous vector repre-
sentations of words from very large data sets. The quality of these representations
is measured in a word similarity task, and the results are compared to the previ-
ously best performing techniques based on different types of neural networks. We
observe large improvements in accuracy at much lower computational cost, i.e. it
takes less than a day to learn high quality word vectors from a 1.6 billion words
data set. Furthermore, we show that these vectors provide state-of-the-art perfor-
mance on our test set for measuring syntactic and semantic word similarities.

1 Introduction

Many current NLP systems and techniques treat words as atomic units - there is no notion of similar-
ity between words, as these are represented as indices in a vocabulary. This choice has several good
reasons - simplicity, robustness and the observation that simple models trained on huge amounts of
data outperform complex systems trained on less data. An example is the popular N-gram model
used for statistical language modeling - today, it is possible to train N-grams on virtually all available
data (trillions of words [3]).

However, the simple techniques are at their limits in many tasks. For example, the amount of
relevant in-domain data for automatic speech recognition is limited - the performance is usually
dominated by the size of high quality transcribed speech data (often just millions of words). In
machine translation, the existing corpora for many languages contain only a few billions of words
or less. Thus, there are situations where simple scaling up of the basic techniques will not result in
any significant progress, and we have to focus on more advanced techniques.

With progress of machine learning techniques in recent years, it has become possible to train more
complex models on much larger data set, and they typically outperform the simple models. Probably
the most successful concept is to use distributed representations of words [10]. For example, neural
network based language models significantly outperform N-gram models [1, 27, 17].

1.1 Goals of the Paper

The main goal of this paper is to introduce techniques that can be used for learning high-quality word
vectors from huge data sets with billions of words, and with millions of words in the vocabulary. As
far as we know, none of the previously proposed architectures has been successfully trained on more
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Abstract

We introduce a new language representa-
tion model called BERT, which stands for
Bidirectional Encoder Representations from
Transformers. Unlike recent language repre-
sentation models (Peters et al., 2018a; Rad-
ford et al., 2018), BERT is designed to pre-
train deep bidirectional representations from
unlabeled text by jointly conditioning on both
left and right context in all layers. As a re-
sult, the pre-trained BERT model can be fine-
tuned with just one additional output layer
to create state-of-the-art models for a wide
range of tasks, such as question answering and
language inference, without substantial task-
specific architecture modifications.

BERT is conceptually simple and empirically
powerful. It obtains new state-of-the-art re-
sults on eleven natural language processing
tasks, including pushing the GLUE score to
80.5% (7.7% point absolute improvement),
MultiNLI accuracy to 86.7% (4.6% absolute
improvement), SQuAD v1.1 question answer-
ing Test F1 to 93.2 (1.5 point absolute im-
provement) and SQuAD v2.0 Test F1 to 83.1
(5.1 point absolute improvement).

1 Introduction

Language model pre-training has been shown to
be effective for improving many natural language
processing tasks (Dai and Le, 2015; Peters et al.,
2018a; Radford et al., 2018; Howard and Ruder,
2018). These include sentence-level tasks such as
natural language inference (Bowman et al., 2015;
Williams et al., 2018) and paraphrasing (Dolan
and Brockett, 2005), which aim to predict the re-
lationships between sentences by analyzing them
holistically, as well as token-level tasks such as
named entity recognition and question answering,
where models are required to produce fine-grained
output at the token level (Tjong Kim Sang and
De Meulder, 2003; Rajpurkar et al., 2016).

There are two existing strategies for apply-
ing pre-trained language representations to down-
stream tasks: feature-based and fine-tuning. The
feature-based approach, such as ELMo (Peters
et al., 2018a), uses task-specific architectures that
include the pre-trained representations as addi-
tional features. The fine-tuning approach, such as
the Generative Pre-trained Transformer (OpenAI
GPT) (Radford et al., 2018), introduces minimal
task-specific parameters, and is trained on the
downstream tasks by simply fine-tuning all pre-
trained parameters. The two approaches share the
same objective function during pre-training, where
they use unidirectional language models to learn
general language representations.

We argue that current techniques restrict the
power of the pre-trained representations, espe-
cially for the fine-tuning approaches. The ma-
jor limitation is that standard language models are
unidirectional, and this limits the choice of archi-
tectures that can be used during pre-training. For
example, in OpenAI GPT, the authors use a left-to-
right architecture, where every token can only at-
tend to previous tokens in the self-attention layers
of the Transformer (Vaswani et al., 2017). Such re-
strictions are sub-optimal for sentence-level tasks,
and could be very harmful when applying fine-
tuning based approaches to token-level tasks such
as question answering, where it is crucial to incor-
porate context from both directions.

In this paper, we improve the fine-tuning based
approaches by proposing BERT: Bidirectional
Encoder Representations from Transformers.
BERT alleviates the previously mentioned unidi-
rectionality constraint by using a “masked lan-
guage model” (MLM) pre-training objective, in-
spired by the Cloze task (Taylor, 1953). The
masked language model randomly masks some of
the tokens from the input, and the objective is to
predict the original vocabulary id of the masked
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Abstract

The dominant sequence transduction models are based on complex recurrent or
convolutional neural networks that include an encoder and a decoder. The best
performing models also connect the encoder and decoder through an attention
mechanism. We propose a new simple network architecture, the Transformer,
based solely on attention mechanisms, dispensing with recurrence and convolutions
entirely. Experiments on two machine translation tasks show these models to
be superior in quality while being more parallelizable and requiring significantly
less time to train. Our model achieves 28.4 BLEU on the WMT 2014 English-
to-German translation task, improving over the existing best results, including
ensembles, by over 2 BLEU. On the WMT 2014 English-to-French translation task,
our model establishes a new single-model state-of-the-art BLEU score of 41.8 after
training for 3.5 days on eight GPUs, a small fraction of the training costs of the
best models from the literature. We show that the Transformer generalizes well to
other tasks by applying it successfully to English constituency parsing both with
large and limited training data.

⇤Equal contribution. Listing order is random. Jakob proposed replacing RNNs with self-attention and started
the effort to evaluate this idea. Ashish, with Illia, designed and implemented the first Transformer models and
has been crucially involved in every aspect of this work. Noam proposed scaled dot-product attention, multi-head
attention and the parameter-free position representation and became the other person involved in nearly every
detail. Niki designed, implemented, tuned and evaluated countless model variants in our original codebase and
tensor2tensor. Llion also experimented with novel model variants, was responsible for our initial codebase, and
efficient inference and visualizations. Lukasz and Aidan spent countless long days designing various parts of and
implementing tensor2tensor, replacing our earlier codebase, greatly improving results and massively accelerating
our research.

†Work performed while at Google Brain.
‡Work performed while at Google Research.

31st Conference on Neural Information Processing Systems (NIPS 2017), Long Beach, CA, USA.
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Abstract

Natural language understanding comprises a wide range of diverse tasks such
as textual entailment, question answering, semantic similarity assessment, and
document classification. Although large unlabeled text corpora are abundant,
labeled data for learning these specific tasks is scarce, making it challenging for
discriminatively trained models to perform adequately. We demonstrate that large
gains on these tasks can be realized by generative pre-training of a language model
on a diverse corpus of unlabeled text, followed by discriminative fine-tuning on each
specific task. In contrast to previous approaches, we make use of task-aware input
transformations during fine-tuning to achieve effective transfer while requiring
minimal changes to the model architecture. We demonstrate the effectiveness of
our approach on a wide range of benchmarks for natural language understanding.
Our general task-agnostic model outperforms discriminatively trained models that
use architectures specifically crafted for each task, significantly improving upon the
state of the art in 9 out of the 12 tasks studied. For instance, we achieve absolute
improvements of 8.9% on commonsense reasoning (Stories Cloze Test), 5.7% on
question answering (RACE), and 1.5% on textual entailment (MultiNLI).

1 Introduction

The ability to learn effectively from raw text is crucial to alleviating the dependence on supervised
learning in natural language processing (NLP). Most deep learning methods require substantial
amounts of manually labeled data, which restricts their applicability in many domains that suffer
from a dearth of annotated resources [61]. In these situations, models that can leverage linguistic
information from unlabeled data provide a valuable alternative to gathering more annotation, which
can be time-consuming and expensive. Further, even in cases where considerable supervision
is available, learning good representations in an unsupervised fashion can provide a significant
performance boost. The most compelling evidence for this so far has been the extensive use of pre-
trained word embeddings [10, 39, 42] to improve performance on a range of NLP tasks [8, 11, 26, 45].

Leveraging more than word-level information from unlabeled text, however, is challenging for two
main reasons. First, it is unclear what type of optimization objectives are most effective at learning
text representations that are useful for transfer. Recent research has looked at various objectives
such as language modeling [44], machine translation [38], and discourse coherence [22], with each
method outperforming the others on different tasks.1 Second, there is no consensus on the most
effective way to transfer these learned representations to the target task. Existing techniques involve
a combination of making task-specific changes to the model architecture [43, 44], using intricate
learning schemes [21] and adding auxiliary learning objectives [50]. These uncertainties have made
it difficult to develop effective semi-supervised learning approaches for language processing.

1https://gluebenchmark.com/leaderboard

Preprint. Work in progress.
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Abstract

Making language models bigger does not inherently make them better at following
a user’s intent. For example, large language models can generate outputs that
are untruthful, toxic, or simply not helpful to the user. In other words, these
models are not aligned with their users. In this paper, we show an avenue for
aligning language models with user intent on a wide range of tasks by fine-tuning
with human feedback. Starting with a set of labeler-written prompts and prompts
submitted through the OpenAI API, we collect a dataset of labeler demonstrations
of the desired model behavior, which we use to fine-tune GPT-3 using supervised
learning. We then collect a dataset of rankings of model outputs, which we use to
further fine-tune this supervised model using reinforcement learning from human
feedback. We call the resulting models InstructGPT. In human evaluations on
our prompt distribution, outputs from the 1.3B parameter InstructGPT model are
preferred to outputs from the 175B GPT-3, despite having 100x fewer parameters.
Moreover, InstructGPT models show improvements in truthfulness and reductions
in toxic output generation while having minimal performance regressions on public
NLP datasets. Even though InstructGPT still makes simple mistakes, our results
show that fine-tuning with human feedback is a promising direction for aligning
language models with human intent.

1 Introduction

Large language models (LMs) can be “prompted” to perform a range of natural language process-
ing (NLP) tasks, given some examples of the task as input. However, these models often express
unintended behaviors such as making up facts, generating biased or toxic text, or simply not following
user instructions (Bender et al., 2021; Bommasani et al., 2021; Kenton et al., 2021; Weidinger et al.,
2021; Tamkin et al., 2021; Gehman et al., 2020). This is because the language modeling objective

⇤Primary authors. This was a joint project of the OpenAI Alignment team. RL and JL are the team leads.
Corresponding author: lowe@openai.com.

†Work done while at OpenAI. Current affiliations: AA: Anthropic; PC: Alignment Research Center.
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Abstract

Making language models bigger does not inherently make them better at following
a user’s intent. For example, large language models can generate outputs that
are untruthful, toxic, or simply not helpful to the user. In other words, these
models are not aligned with their users. In this paper, we show an avenue for
aligning language models with user intent on a wide range of tasks by fine-tuning
with human feedback. Starting with a set of labeler-written prompts and prompts
submitted through the OpenAI API, we collect a dataset of labeler demonstrations
of the desired model behavior, which we use to fine-tune GPT-3 using supervised
learning. We then collect a dataset of rankings of model outputs, which we use to
further fine-tune this supervised model using reinforcement learning from human
feedback. We call the resulting models InstructGPT. In human evaluations on
our prompt distribution, outputs from the 1.3B parameter InstructGPT model are
preferred to outputs from the 175B GPT-3, despite having 100x fewer parameters.
Moreover, InstructGPT models show improvements in truthfulness and reductions
in toxic output generation while having minimal performance regressions on public
NLP datasets. Even though InstructGPT still makes simple mistakes, our results
show that fine-tuning with human feedback is a promising direction for aligning
language models with human intent.

1 Introduction

Large language models (LMs) can be “prompted” to perform a range of natural language process-
ing (NLP) tasks, given some examples of the task as input. However, these models often express
unintended behaviors such as making up facts, generating biased or toxic text, or simply not following
user instructions (Bender et al., 2021; Bommasani et al., 2021; Kenton et al., 2021; Weidinger et al.,
2021; Tamkin et al., 2021; Gehman et al., 2020). This is because the language modeling objective

⇤Primary authors. This was a joint project of the OpenAI Alignment team. RL and JL are the team leads.
Corresponding author: lowe@openai.com.
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Palm-2 Bard
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Stable Diffusion

Falcon Guanaco Vicuna Lazarus Wizard Zephyr …

Boris Beaude - 01/10/2023 - CC-BY-SA



3. Coexister avec nos artifices

Charlie Chaplin, Les temps modernes, 1936



James Bridle - Autonomous Trap 001 - Magic Salt Circle - 14 mars 2017



À quoi sommes nous confrontés ?



Intelligence artificielle ? 
Intelligence reconnue comme telle par des humains, et produite par des humains 

• Spécialisée 

• Intelligence artificielle faible 

• Analogique 

• Intelligence artificielle forte ou globale 

• Indépendante 

• Singularité

Boris Beaude - 01/10/2023 - CC-BY-SA



Sous quel forme ? 
Problématique de l’existence matérielle 

• Androïde / Humanoïde 

• Problématique de l’anthropomorphisme et de la vallée de l’étrange… 

• Cyborg 

• Problématique du transhumanisme… 

• Bot 

• Problématique de la matérialité distribuée non analogique

Boris Beaude - 01/10/2023 - CC-BY-SA



Se rassurer des échecs ?



Pranav Dixit, Hands via Stable Diffusion, BuzzFeed, 31 janvier 2023

https://www.buzzfeednews.com/article/pranavdixit/ai-generated-art-hands-fingers-messed-up


Pranav Dixit, Hands via Stable Diffusion, BuzzFeed, 31 janvier 2023 & Boris Beaude via Midjourney - Prompt : Vibrant , Beautiful hand on a wooden table , Cinematic photography , --aspect 1:1 --v 5.2 - octobre 2023

https://www.buzzfeednews.com/article/pranavdixit/ai-generated-art-hands-fingers-messed-up


Boris Beaude via Midjourney - Prompt : Vibrant , Beautiful hand on a wooden table … & Dall-E 3 - « Peux-tu faire une photographie d'une main posée sur une table en bois ? », octobre 2023



Boris Beaude via Midjourney - Prompt : Vibrant , Beautiful hand on a wooden table , Cinematic photography, … & A beautiful hand on a wooden table , Sony a7R IV camera, Meike 85mm F1.8 lens , --aspect 1:1 --v 5.2 - octobre 2023



Boris Beaude via Midjourney - Prompt : A beautiful hand on a wooden table , Sony a7R IV camera, Meike 85mm F1.8 lens , --aspect 1:1 --v 5.2 - octobre 2023



Jason Matthew Allen via Midjourney and Gigapixel AI, Théâtre D'opéra Spatial, 2023



Jason Matthew Allen via Midjourney and Gigapixel AI, Théâtre D'opéra Spatial, 2023From Rachel Metz, AI won an art contest, and artists are furious, CNN, 3 septembre 2022

https://edition.cnn.com/2022/09/03/tech/ai-art-fair-winner-controversy/index.html


Bas Korsten pour Microsoft, The next Rembrandt, à partir de 346 oeuves de Rembrandt, 13 Avril 2016

https://news.microsoft.com/europe/features/next-rembrandt/


Greg Rutkowski, Castle Defense, 2018



Kashmir Hill, This Tool Could Protect Artists From A.I.-Generated Art That Steals Their Style, New York Time, 13/17 février 2023



Kashmir Hill, This Tool Could Protect Artists From A.I.-Generated Art That Steals Their Style, New York Time, 13/17 février 2023



Shawn Shan et al. (Ben Y. Zhao Team), Prompt-Specific Poisoning Attacks on Text-to-Image Generative Models, 20 octobre 2023 

https://arxiv.org/pdf/2310.13828.pdf


Shawn Shan et al. (Ben Y. Zhao Team), Prompt-Specific Poisoning Attacks on Text-to-Image Generative Models, 20 octobre 2023 

https://arxiv.org/pdf/2310.13828.pdf


Shawn Shan et al. (Ben Y. Zhao Team), Prompt-Specific Poisoning Attacks on Text-to-Image Generative Models, 20 octobre 2023 

https://arxiv.org/pdf/2310.13828.pdf


Propriétés intellectuelles
Protéger les auteurs ou la création ?

Mesure de protection des auteurs 

• Janvier 2023 : Getty Images poursuit Stability AI et Midjourney. 

• Printemps 2023 : Stack Overflow, Reddit et Twitter change les conditions d’usage et le coût de leurs API 

• Juillet 2023 : New York Times menace de poursuites les IA génératives qui utilisent ses articles. 

• Juillet 2023 : Sarah Silverman, Matthew Butterick, Paul Tremblay and Mona Awad poursuivent Open AI 

• Août 2023 : 535 médias (New York Times, Reuters, The Washington Post…) refusent l’usage de leurs article par ChatGPT/OpenAI. 

• Septembre 2023 : Authors Guild (George R. R. Martin, John Grisham, Jodi Picoult and Jonathan Franzen...) poursuivent Open AI 

• Octobre 2023 : Universal Music Group (UMG), Concord et ABKCO pour Anthropic pour les paroles. 

Mesure de protection des utilisateurs 

• Août 2023 : Adobe protège ses utilisateurs de poursuites pour ses IA génératives  

• Septembre 2023 : IBM protège ses utilisateurs de poursuites pour ses IA génératives 

• Octobre 2023 : Google protège ses utilisateurs de poursuites pour ses IA génératives 

Pas de copyright pour les oeuvres générées par IA 

• Septembre 2023 : US Copyright Office a estimé que le Théâtre D'Opéra Spatial n'était pas éligible à la protection du droit d’auteur

Boris Beaude - 01/10/2023 - CC-BY-SA

https://palewi.re/docs/news-homepages/openai-gptbot-robotstxt.html
https://en.wikipedia.org/wiki/George_R._R._Martin
https://en.wikipedia.org/wiki/John_Grisham
https://en.wikipedia.org/wiki/Jodi_Picoult
https://en.wikipedia.org/wiki/Jonathan_Franzen




Qu’est qu’une voiture autonome ? 
• Un voiture (mécanique) 

• Des capteurs (sens) 

• Des logiciels (apprentissage, pilotage…) locaux et distribués 

• Une infrastructure informatique locale et distribuée 

• De l’apprentissage (des heures de conduite) 

• Des entreprises et des employés 

• Des investissements et des investisseurs  

• Des testeurs et des utilisateurs 

• Des représentations 

• Des réglementations 

• …



Plus généralement ?



Coexister avec nos artifices ? 
• Qui les conçoit ? 

• Qui les implémente ? 

• Qui en supervise l’apprentissage ? 

• Qui les vend ? 

• Qui les utilisent ? 

• Qui en tire un profit ? 

• Qui travaille ? 

• Qui les régule ?

Boris Beaude - 01/10/2023 - CC-BY-SA



Quels enjeux sociaux et politiques ? 
• Les biais structurels - justice, ressources humaines, assurances, crédits… 

• La transparence - interprétation, dépendance, responsabilité 

• Le travail dissimulé - rémunération, conditions, traumatismes… 

• L’environnement - énergie, CO2, terres rares,… 

• La propriété intellectuelle - création, innovation, rémunération… 

• La concentration du pouvoir - commercial et géopolitique 

• La vie privée - reconnaissance faciale, traces numériques d’usage… 

• La manipulation - addiction, désinformation… 

• La formation et le travail - apprentissages, métiers, rémunérations…
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De quoi avons nous peur ? 
• Que des personnes soient tuées ? 

• D’être tué ? 

• D’être remplaçable ? 

• D’être discriminé ? 

• De ne plus avoir de travail ? 

• De ne plus avoir de revenus ? 

• Que cela ne profite qu’à certains ?  

• Que les inégalités s’accroissent ? 

• …
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La peur de l’IA…
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La peur de l’IA…

la peur de nos artifices…
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La peur de l’IA…

… n’est que la peur de l’inconnu
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La peur de l’IA…

… associée à la peur de nous-mêmes

… n’est que la peur de l’inconnu
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L’avenir de l’IA…

…est encore à inventer
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Il est technique…

… et politique

L’avenir de l’IA…

…est encore à inventer
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Boris Beaude 
Université de Lausanne 
Laboratoire d’étude des sciences et des techniques 

Courriel : Boris.Beaude@unil.ch 

Site : http://www.beaude.net/boris/ 

Twitter : @nofluxin

Merci pour votre attention
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