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Comprendre gu'internet est une production sociale et que le code
ne fait pas exception.

En labsence de requlation, ceux qQui concoivent Intemet et les services qui lui sont
associes contribuent activement a organiser les pratiques sociales et la societe selon .
leurs propres interéts.
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On Liberty in Cyberspace

by LAWRENCE LESSIC

1.1.00

very age has its potential regulator, its threat to liberty. Our founders
E feared a newly empowered federal government; the Constitution is
written against that fear. John Stuart Mill worried about the regulation by
social norms in nineteenth-century England; his book On Liberty is written
against that regulation. Many of the progressives in the twentieth century
worried about the injustices of the market. The reforms of the market, and

the safety nets that surround it, were erected in response.

Ours is the age of cyberspace. It, too, has a regulator. This regulator, too,
threatens liberty. But so obsessed are we with the idea that liberty means
"freedom from government" that we don't even see the regulation in this

new space. We therefore don't see the threat to liberty that this regulation
presents.

This regulator is code--the software and hardware that make cyberspace as it
is. This code, or architecture, sets the terms on which life in cyberspace is
experienced. It determines how easy it is to protect privacy, or how easy it is
to censor speech. It determines whether access to information is general or
whether information is zoned. It affects who sees what, or what is
monitored. In a host of ways that one cannot begin to see unless one begins

to understand the nature of this code, the code of cyberspace regulates.

This regulation is changing. The code of cyberspace is changing. And as this
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very age has its potential regulator, its threat to liberty. Our founders
E feared a newly empowered federal government; the Constitution is
written against that fear. John Stuart Mill worried about the regulation by
social norms in nineteenth-century England; his book On Liberty is written
against that regulation. Many of the progressives in the twentieth century
worried about the injustices of the market. The reforms of the market, and

the safety nets that surround it, were erected in response.

Ours is the age of cyberspace. It, too, has a regulator. This regulator, too,
threatens liberty. But so obsessed are we with the idea that liberty means
"freedom from government" that we don't even see the regulation in this
new space. We therefore don't see the threat to liberty that this regulation

presents.

This regulator is code--the software and hardware that make cyberspace as it
is. This code, or architecture, sets the terms on which life in cyberspace is
experienced. It determines how easy it is to protect privacy, or how easy it is
to censor speech. It determines whether access to information is general or
whether information is zoned. It affects who sees what, or what is
monitored. In a host of ways that one cannot begin to see unless one begins

to understand the nature of this code, the code of cyberspace regulates.

This regulation is changing. The code of cyberspace is changing. And as this
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Code 1s Law

by Lawrence Lessig
Harvard Magazine, January 1, 2000

Every age has its potential regulator, its threat to liberty. Our founders feared a newly empowered federal government; the
Constitution is written against that fear. John Stuart Mill worried about the regulation by social norms in nineteenth-century
England; his book On Liberty is written against that regulation. Many of the progressives in the twentieth century worried
about the injustices of the market. The reforms of the market, and the safety nets that surround it, were erected in response.

Ours is the age of cyberspace. It, too, has a regulator. This regulator, too, threatens liberty. But so obsessed are we with the idea
that liberty means "freedom from government" that we don't even see the regulation in this new space. We therefore don't see
the threat to liberty that this regulation presents.

This regulator is code--the software and hardware that make cyberspace as it is. This code, or architecture, sets the terms on
which life in cyberspace is experienced. It determines how easy it is to protect privacy, or how easy it is to censor speech. It
determines whether access to information is general or whether information is zoned. It affects who sees what, or what is
monitored. In a host of ways that one cannot begin to see unless one begins to understand the nature of this code, the code of
cyberspace regulates.

This regulation is changing. The code of cyberspace is changing. And as this code changes, the character of cyberspace will
change as well. Cyberspace will change from a place that protects anonymity, free speech, and individual control, to a place
that makes anonymity harder, speech less free, and individual control the province of individual experts only.
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Code is Law. On Liberty in Cyberspace.
by Lawrence Lessig

Every age has its potential regulator, its threat to liberty. Our founders feared a newly empowered federal government; the Constitution is written against that fear. John Stuart Mill worried about the regulation by social norms in nineteenth-century England; his book On Liberty is written against that regulation. Many of the
progressives in the twentieth century worried about the injustices of the market. The reforms of the market, and the safety nets that surround it, were erected in response.

Ours is the age of cyberspace. It, too, has a regulator. This regulator, too, threatens liberty. But so obsessed are we with the idea that liberty means "freedom from government" that we don't even see the regulation in this new space. We therefore don't see the threat to liberty that this regulation presents.

This regulator is code--the software and hardware that make cyberspace as it is. This code, or architecture, sets the terms on which life in cyberspace is experienced. It determines how easy it is to protect privacy, or how easy it is to censor speech. It determines whether access to information is general or whether
information is zoned. It affects who sees what, or what is monitored. In a host of ways that one cannot begin to see unless one begins to understand the nature of this code, the code of cyberspace regulates.

This regulation is changing. The code of cyberspace is changing. And as this code changes, the character of cyberspace will change as well. Cyberspace will change from a place that protects anonymity, free speech, and individual control, to a place that makes anonymity harder, speech less free, and individual control
the province of individual experts only.

My aim in this short essay is to give a sense of this regulation, and a sense of how it is changing. For unless we understand how cyberspace can embed, or displace, values from our constitutional tradition, we will lose control over those values. The law in cyberspace--code--will displace them.

THE REGULATIONS OF CODE

The basic code of the Internet implements a set of protocols called TCP/IP. These protocols enable the exchange of data among interconnected networks. This exchange occurs without the networks knowing the content of the data, or without any true idea of who in real life the sender of a given bit of data is. This code is
neutral about the data, and ignorant about the user.

These features of TCP/IP have consequences for the "regulability” of behavior on the Internet. They make regulating behavior difficult. To the extent that it is hard to identify who people are, it is harder to trace behavior back to a particular individual. And to the extent it is hard to identify what kind of data is being sent, it is
harder to regulate the use of particular kinds of data. These architectural features of the Internet mean that governments are relatively disabled in their ability to regulate behavior on the Net.

In some contexts, for some, this unregulability is a virtue. This feature of the Net, for example, protects free speech. It codes a First Amendment into the architecture of cyberspace, because it makes it relatively hard for governments, or powerful institutions, to control who says what when. Information from Bosnia or East
Timor can flow freely to the world because the Net makes it hard for governments in those countries to control how information flows. The Net makes it hard because its architecture makes it hard.

But in other contexts, in the view of others, this unregulability is not a virtue--take the German government confronted by Nazi speech, for example, or the U.S. government faced with child pornography. In these contexts, the architecture disables regulation as well. But in these contexts, unregulability is viewed as a vice.

And not just with Nazi speech and child porn. The most important contexts of regulation in the future will affect Internet commerce: where the architecture does not enable secure transactions; where it makes it very easy to hide the source of interference; where it facilitates the distribution of illegal copies of software and
music. In these contexts, commerce at least will not view unregulability as a virtue; unregulability here will interfere with the ability of commerce to flourish.

So what can be done?
There are many who think that nothing can be done: that the unregulability of the Internet is fixed; that there is nothing we can do to change it; that it will, so long as it is the Internet, remain unregulable space. That its "nature" makes it so.

But no thought is more dangerous to the future of liberty in cyberspace than this faith in freedom guaranteed by the code. For the code is not fixed. The architecture of cyberspace is not given. Unregulability is a function of code, but the code can change. Other architectures can be layered onto the basic TCP/IP protocols,
and these other architectures can make behavior on the Net fundamentally regulable. Commerce is building these other architectures; the government can help; the two together can transform the character of the Net. They can and they are.

OTHER ARCHITECTURES

What makes the net unregulable is that it is hard to tell who someone is, and hard to know the character of the content being delivered. Both of these features are now changing. Architectures for facilitating identification--or, more generally, for certifying facts about the user (that he is over 18; that he is a he; that he is an
American; that he is a lawyer)--are emerging. Architectures for rating content (porn, hate speech, violent speech, political speech) have been described and are being implemented. Each is being developed without the mandate of government, and the two together could facilitate an extraordinary degree of control over
behavior on the Net. The two together, that is, could flip the unregulability of the Net.

Could--depending upon how they are designed. Architectures are not binary. There is not simply a choice about implementing an identification architecture, or a rating architecture, or not. What the architecture enables, and how it limits its control, are choices. And depending upon these choices, much more than
regulability will be at stake.

Consider identification, or certification, architectures first. We have many certification architectures in real space. The driver's license is a simple example. When the police stop you and demand your license, they are asking for a certain certification that you are licensed to drive. That certification includes your name, your
sex, your age, where you live. It must include all that because there is no other simple way to link the license to the person. You must give up all these facts about yourself to certify that in fact you are the proper holder of the license.

But certification in cyberspace could be much more narrowly tailored. If a site required that only adults enter, you could--using certification technologies--certify that you were an adult, without also revealing who you were or where you came from. The technology could make it possible to selectively certify facts about you,
while withholding other facts about you. The technology could function under a "least-revealing-means" test in cyberspace even if it can't in real space.

Could--depending upon how it was designed. But there is no necessity that it will develop like this. There are other architectures developing--we could call them "one-card-shows all." In these architectures, there is no simple way to limit what gets revealed by a certificate. If a certificate holds your name, address, age,
citizenship, and whether you are a lawyer, and if you need to certify that you are a lawyer, this architecture would certify not only that you are a lawyer--but also all the other facts about you that the certificate holds. Under this architecture, more is better. Nothing enables the individual to steer for less.

The difference between these designs is that one enables privacy in a way that the other does not. One codes privacy into an identification architecture by giving the user a simple choice about how much is revealed; the other is oblivious to that value.
Thus whether the certification architecture that emerges protects privacy depends upon the choices of those who code. Their choices depend upon the incentives they face. If protecting privacy is not an incentive--if the market has not sufficiently demanded it and if law has not, either--then this code will not provide it.

The example about identification is just one among many. Consider another, involving information privacy. RealJukebox is a technology for copying music from a CD to a computer, as well as for downloading music from the Net to store on a computer's hard drive. In October it was revealed that the system was a bit
nosy--that it snooped the hard disk of the user and reported back to the company what it found. It did this secretly, of course; RealNetworks didn't tell anyone its product was collecting and reporting personal data. It just did. When this snooping was discovered, the company at first defended the practice (saying no data
about individuals were actually stored). But it quickly came to its senses, and promised not to collect such data.

This "problem" is caused, again, by the architecture. You can't easily tell in cyberspace who's snooping what. And while the problem might be corrected by an architecture (a technology called P3P would help), here's a case where law would do well. If these data were deemed the property of the individual, then taking
them without express permission would be theft.

In these contexts, and others, architectures will enable values from our tradition--or not. In each, there will be decisions about how best to build out the Internet's architecture consistent with those values, and how to integrate those architectures with law. The choice about code and law will be a choice about values.

MAKING CHOICES ABOUT VALUES

So should we have a role in choosing this code, if this code will choose our values? Should we care about how values emerge here?

In another time, this would have been an odd question. Self-government is all about tracking and modifying influences that affect fundamental values--or, as | described them at the start, regulations that affect liberty. In another time we would have said, "Obviously we should care. Obviously we should have a role."
But we live in an era fundamentally skeptical about self-government. Our age is obsessed with leaving things alone. Let the Internet develop as the coders would develop it, the common view has it. Keep government out.

This is an understandable view, given the character of our government's regulation. Given its flaws, it no doubt seems best simply to keep government away. But this is an indulgence that is dangerous at any time. It is particularly dangerous now.

Our choice is not between "regulation" and "no regulation." The code regulates. It implements values, or not. It enables freedoms, or disables them. It protects privacy, or promotes monitoring. People choose how the code does these things. People write the code. Thus the choice is not whether people will decide how
cyberspace regulates. People--coders--will. The only choice is whether we collectively will have a role in their choice--and thus in determining how these values regulate--or whether collectively we will allow the coders to select our values for us.

For here's the obvious point: when government steps aside, it's not as if nothing takes its place. It's not as if private interests have no interests; as if private interests don't have ends that they will then pursue. To push the antigovernment button is not to teleport us to Eden. When the interests of government are gone,
other interests take their place. Do we know what those interests are? And are we so certain they are anything better?

Our first response should be hesitation. It is proper to let the market develop first. But as the Constitution checks and limits what Congress does, so too should constitutional values check and limit what a market does. We should test both the laws of Congress and the product of a market against these values. We should
interrogate the architecture of cyberspace as we interrogate the code of Congress.

Unless we do, or unless we learn how, the relevance of our constitutional tradition will fade. The importance of our commitment to fundamental values, through a self-consciously enacted constitution, will fade. We will miss the threat that this age presents to the liberties and values that we have inherited. The law of
cyberspace will be how cyberspace codes it, but we will have lost our role in setting that law.

Harvard Magazine, January 1, 2000
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Every age has its potential regulator, its threat to liberty. Our founders feared a newly empowered federal government
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That its "nature" makes it so.
But no thought is more dangerous to the future of liberty in cyberspace than this faith in freedom guaranteed by the code

Could--depending upon how they are designed. Architectures are not binary. There is not simply a choice about implementing an identification architecture, or a rating architecture, or not. What the architecture enables, and how it limits its control, are choices. And depending upon these choices, much more than
regulability will be at stake.

Consider identification, or certification, architectures first. We have many certification architectures in real space. The driver's license is a simple example. When the police stop you and demand your license, they are asking for a certain certification that you are licensed to drive. That certification includes your name, your
sex, your age, where you live. It must include all that because there is no other simple way to link the license to the person. You must give up all these facts about yourself to certify that in fact you are the proper holder of the license.

But certification in cyberspace could be much more narrowly tailored. If a site required that only adults enter, you could--using certification technologies--certify that you were an adult, without also revealing who you were or where you came from. The technology could make it possible to selectively certify facts about you,
while withholding other facts about you. The technology could function under a "least-revealing-means" test in cyberspace even if it can't in real space.

Could--depending upon how it was designed. But there is no necessity that it will develop like this. There are other architectures developing--we could call them "one-card-shows all." In these architectures, there is no simple way to limit what gets revealed by a certificate. If a certificate holds your name, address, age,
citizenship, and whether you are a lawyer, and if you need to certify that you are a lawyer, this architecture would certify not only that you are a lawyer--but also all the other facts about you that the certificate holds. Under this architecture, more is better. Nothing enables the individual to steer for less.

The difference between these designs is that one enables privacy in a way that the other does not. One codes privacy into an identification architecture by giving the user a simple choice about how much is revealed; the other is oblivious to that value.
Thus whether the certification architecture that emerges protects privacy depends upon the choices of those who code. Their choices depend upon the incentives they face. If protecting privacy is not an incentive--if the market has not sufficiently demanded it and if law has not, either--then this code will not provide it.

The example about identification is just one among many. Consider another, involving information privacy. RealJukebox is a technology for copying music from a CD to a computer, as well as for downloading music from the Net to store on a computer's hard drive. In October it was revealed that the system was a bit
nosy--that it snooped the hard disk of the user and reported back to the company what it found. It did this secretly, of course; RealNetworks didn't tell anyone its product was collecting and reporting personal data. It just did. When this snooping was discovered, the company at first defended the practice (saying no data
about individuals were actually stored). But it quickly came to its senses, and promised not to collect such data.

This "problem" is caused, again, by the architecture. You can't easily tell in cyberspace who's snooping what. And while the problem might be corrected by an architecture (a technology called P3P would help), here's a case where law would do well. If these data were deemed the property of the individual, then taking
them without express permission would be theft.

In these contexts, and others, architectures will enable values from our tradition--or not. In each, there will be decisions about how best to build out the Internet's architecture consistent with those values, and how to integrate those architectures with law. The choice about code and law will be a choice about values.

MAKING CHOICES ABOUT VALUES

So should we have a role in choosing this code, if this code will choose our values? Should we care about how values emerge here?
In another time, this would have been an odd question. Self-government is all about tracking and modifying influences that affect fundamental values--or, as | described them at the start, regulations that affect liberty. In another time we would have said, "Obviously we should care. Obviously we should have a role."
But we live in an era fundamentally skeptical about self-government. Our age is obsessed with leaving things alone. Let the Internet develop as the coders would develop it, the common view has it. Keep government out.

This is an understandable view, given the character of our government's regulation. Given its flaws, it no doubt seems best simply to keep government away. But this is an indulgence that is dangerous at any time. It is particularly dangerous now.

To push the antigovernment button is not to teleport us to Eden

Harvard Magazine, January 1, 2000
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Every age has its potential , its threat to liberty. Our founders feared a newly empowered federal ; the [®fe]gEitl1ife]y) is written against that fear. John Stuart Mill worried about the by social norms in nineteenth-century England; his book On Liberty is written against that . Many of the
progressives in the twentieth century worried about the injustices of the market. The reforms of the market, and the safety nets that surround it, were erected in res

onse.
Ours is the a(I;e of cyberspace. It, too, has a . This , too, threatens liberty. But so obsessed are we with the idea that liberty means "freedom from M" that we don't even see the in this new space. We therefore don't see the threat to liberty that this presents.

This [=e is code--the software and hardware that make cyberspace as it is. This code, or architecture, sets the terms on which life in cyberspace is experienced. It determines how easy it is to protect privacy, or how easy it is to censor speech. It determines whether access to information is general or whether
information is zoned. It affects who sees what, or what is monitored. In a host of ways that one cannot begin to see unless one begins to understand the nature of this code, the code of cyberspace m

This is changing. The code of cyberspace is changing. And as this code changes, the character of cyberspace will change as well. Cyberspace will change from a place that protects anonymity, free speech, and individual control, to a place that makes anonymity harder, speech less free, and individual control
the province of individual experts only.

My aim in this short essay is to give a sense of this , and a sense of how it is changing. For unless we understand how cyberspace can embed, or displace, values from our (g5l (FifelgEEll tradition, we will lose control over those values. The in cyberspace--code--will displace them.

THE [F{=€l8|WNi(e)\[S| OF CODE

The basic code of the Internet implements a set of protocols called TCP/IP. These protocols enable the exchange of data among interconnected networks. This exchange occurs without the networks knowing the content of the data, or without any true idea of who in real life the sender of a given bit of data is. This code is
neutral about the data, and ignorant about the user.

These features of TCP/IP have consequences for the "[E[HEIIINY" of behavior on the Internet. They make |[Ele[SElilyls| behavior difficult. To the extent that it is hard to identify who people are, it is harder to trace behavior back to a particular individual. And to the extent it is hard to identify what kind of data is being sent, it is
harder to the use of particular kinds of data. These architectural features of the Internet mean that e[elEIQINERIE are relativeli disabled in their ability to behavior on the Net.

In some contexts, for some, this BIEIPIETIINY is a virtue. This feature of the Net, for example, protects free speech. It codes a [glE¥alnEelEhll into the architecture of cyberspace, because it makes it relatively hard for , or powerful institutions, to control who says what when. Information from Bosnia or East
Timor can flow freely to the world because the Net makes it hard for in those countries to control how information flows. The Net makes it hard because its architecture makes it hard.

But in other contexts, in the view of others, this [l MEISIINY is not a virtue--take the German [le=ltalnl=al confronted by Nazi speech, for example, or the U.S. faced with child pornography. In these contexts, the architecture disables m as well. But in these contexts, [Hal(le[IETIIIIYY is viewed as a vice.

And not just with Nazi speech and child porn. The most important contexts of in the future will affect Internet commerce: where the architecture does not enable secure transactions; where it makes it very easy to hide the source of interference; where it facilitates the distribution of illegal copies of software and
music. In these contexts, commerce at least will not view [IEEEIIAY as a virtue; unregulability here will interfere with the ability of commerce to flourish.

So what can be done?
There are many who think that nothing can be done: that the [II=Is[S|EIeIIIIYY of the Internet is fixed; that there is nothing we can do to change it; that it will, so long as it is the Internet, remain [lEEe[El](E space. That its "nature" makes it so.

But no thought is more dangerous to the future of liberty in cyberspace than this faith in freedom guaranteed by the code. For the code is not fixed. The architecture of cyberspace is not given. [SIIEIFIEIY is a function of code, but the code can change. Other architectures can be layered onto the basic TCP/IP protocols,
and these other architectures can make behavior on the Net fundamentally [eBIERIE. Commerce is building these other architectures; the can help; the two together can transform the character of the Net. They can and they are.

OTHER ARCHITECTURES

What makes the net is that it is hard to tell who someone is, and hard to know the character of the content being delivered. Both of these features are now changing. Architectures for facilitating identification--or, more generally, for certifying facts about the user (that he is over 18; that he is a he; that he is an
American; that he is a )--are emerging. Architectures for rating content (porn, hate speech, violent speech, political speech) have been described and are being implemented. Each is being developed without the mandate of m and the two together could facilitate an extraordinary degree of control over
behavior on the Net. The two together, that is, could flip the [gIEEle[SEIoJIlIY of the Net.

Could--depending upon how they are designed. Architectures are not binary. There is not simply a choice about implementing an identification architecture, or a rating architecture, or not. What the architecture enables, and how it limits its control, are choices. And depending upon these choices, much more than

ICeEIINY will be at stake.

Consider identification, or certification, architectures first. We have many certification architectures in real space. The driver's license is a simple example. When the police stop you and demand your license, they are asking for a certain certification that you are licensed to drive. That certification includes your name, your
sex, your age, where you live. It must include all that because there is no other simple way to link the license to the person. You must give up all these facts about yourself to certify that in fact you are the proper holder of the license.

But certification in cyberspace could be much more narrowly tailored. If a site required that only adults enter, you could--using certification technologies--certify that you were an adult, without also revealing who you were or where you came from. The technology could make it possible to selectively certify facts about you,
while withholding other facts about you. The technology could function under a "least-revealing-means" test in cyberspace even if it can't in real space.

Could--depending upon how it was designed. But there is no necessity that it will develop like this. There are other architectures developing--we could call them "one-card-shows all." In these architectures, there is no simple way to limit what gets revealed by a certificate. If a certificate holds your name, address, age,
citizenship, and whether you are a , and if you need to certify that you are a , this architecture would certify not only that you are a --but also all the other facts about you that the certificate holds. Under this architecture, more is better. Nothing enables the individual to steer for less.

The difference between these designs is that one enables privacy in a way that the other does not. One codes privacy into an identification architecture by giving the user a simple choice about how much is revealed; the other is oblivious to that value.
Thus whether the certification architecture that emerges protects privacy depends upon the choices of those who code. Their choices depend upon the incentives they face. If protecting privacy is not an incentive--if the market has not sufficiently demanded it and if has not, either--then this code will not provide it.

The example about identification is just one among many. Consider another, involving information privacy. RealJukebox is a technology for copying music from a CD to a computer, as well as for downloading music from the Net to store on a computer's hard drive. In October it was revealed that the system was a bit
nosy--that it snooped the hard disk of the user and reported back to the company what it found. It did this secretly, of course; RealNetworks didn't tell anyone its product was collecting and reporting personal data. It just did. When this snooping was discovered, the company at first defended the practice (saying no data
about individuals were actually stored). But it quickly came to its senses, and promised not to collect such data.

This "problem" is caused, again, by the architecture. You can't easily tell in cyberspace who's snooping what. And while the problem might be corrected by an architecture (a technology called P3P would help), here's a case where would do well. If these data were deemed the property of the individual, then taking
them without express permission would be theft.

In these contexts, and others, architectures will enable values from our tradition--or not. In each, there will be decisions about how best to build out the Internet's architecture consistent with those values, and how to integrate those architectures with . The choice about code and will be a choice about values.

MAKING CHOICES ABOUT VALUES

So should we have a role in choosing this code, if this code will choose our values? Should we care about how values emerge here?
In another time, this would have been an odd question. SElRe[aElnlnEN is all about tracking and modifying influences that affect fundamental values--or, as | described them at the start, that affect liberty. In another time we would have said, "Obviously we should care. Obviously we should have a role."
But we live in an era fundamentally skeptical about i m

This is an understandable view, iiven the character of our [s[e)EIialnEIgI&s [Cle[PIELife]y. Given its flaws, it no doubt seems best simply to keep away. But this is an indulgence that is dangerous at any time. It is particularly dangerous now.

Our choice is not between "[{z]s " and "." The code [ER[IEIEE. It implements values, or not. It enables freedoms, or disables them. It protects privacy, or promotes monitoring. People choose how the code does these things. People write the code. Thus the choice is not whether people will decide how
cyberspace . People--coders--will. The only choice is whether we collectively will have a role in their choice--and thus in determining how these values m--or whether collectively we will allow the coders to select our values for us.

For here's the obvious point: when s[aYEIfRInEhl steps aside, it's not as if nothing takes its place. It's not as if private interests have no interests; as if private interests don't have ends that they will then pursue. To push the button is not to teleport us to Eden. When the interests of are gone,
other interests take their place. Do we know what those interests are? And are we so certain theé are anrthing better?

Our first response should be hesitation. It is proper to let the market develop first. But as the checks and limits what does, so too should [elgiiiFitlelsEl| values check and limit what a market does. We should test both the of and the product of a market against these values. We should

e[)ElnlulEhli. Our age is obsessed with leaving things alone. Let the Internet develop as the coders would develop it, the common view has it. Keep ¢ out.

interrogate the architecture of cyberspace as we interrogate the code of [SfeJgles[CEE.
Unless we do, or unless we learn how, the relevance of our [JejgEitiitjifelgEl| tradition will fade. The importance of our commitment to fundamental values, through a self-consciously enacted m will fade. We will miss the threat that this age presents to the liberties and values that we have inherited. The of
cyberspace will be how cyberspace codes it, but we will have lost our role in setting that
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by Lawrence Lessig

Every age has its potential , its threat to liberty. Our founders feared a newly empowered federal ; the [®fe]gEitl1ife]y) is written against that fear. John Stuart Mill worried about the by social norms in nineteenth-century England; his book On Liberty is written against that . Many of the

progressives in the twentieth century worried about the injustices of the market. The reforms of the market, and the safety nets that surround it, were erected in response.

Ours is the age of . It, too, has a . This , too, threatens liberty. But so obsessed are we with the idea that liberty means "freedom from M" that we don't even see the in this new space. We therefore don't see the threat to liberty that this presents.

This m is --the software and hardware that make as itis. This , or , sets the terms on which life in is experienced. It determines how easy it is to protect privacy, or how easy it is to censor speech. It determines whether access to information is general or whether
information is zoned. It affects who sees what, or what is monitored. In a host of ways that one cannot begin to see unless one begins to understand the nature of this , the of m

This is changing. The of is changing. And as this changes, the character of will change as well. will change from a place that protects anonymity, free speech, and individual control, to a place that makes anonymity harder, speech less free, and individual control
the province of individual experts only.

My aim in this short essay is to give a sense of this , and a sense of how it is changing. For unless we understand how can embed, or displace, values from our [efe]gjn¥iilelgEl tradition, we will lose control over those values. The in - --will displace them.

L [SAREGULATIONSKelS

The basic of the implements a set of protocols called TCP/IP. These protocols enable the exchange of data among interconnected networks. This exchange occurs without the networks knowing the content of the data, or without any true idea of who in real life the sender of a given bit of data is. This is
neutral about the data, and ignorant about the user.

These features of TCP/IP have consequences for the "[Es[HEIIILY" of behavior on the . They make [Ee[UlEllple| behavior difficult. To the extent that it is hard to identify who people are, it is harder to trace behavior back to a particular individual. And to the extent it is hard to identify what kind of data is being sent, it is
harder to the use of particular kinds of data. These Elfeili=lail|¢l| features of the mean that S[)EIRINENIE are relatively disabled in their ability to [EFIEIE behavior on the

In some contexts, for some, this [ElEle[llELe]INNYY] is a virtue. This feature of the , for example, protects free speech. It EYFirst AmendmentfiiiteRist-Rarchiteciurefe , because it makes it relatively hard for , or powerful institutions, to control who says what when. Information from Bosnia or East
Timor can flow freely to the world because the makes it hard for in those countries to control how information flows. The Net makes it hard because its Elgilicigil[isl makes it hard.

But in other contexts, in the view of others, this [I[gIETe[VELs]IlIsY is not a virtue--take the German confronted by Nazi speech, for example, or the U.S. [s[e)SlfalnENli faced with child pornography. In these contexts, the disables m as well. But in these contexts, [[IETe[VIEIIY is viewed as a vice.
And not just with Nazi speech and child porn. The most important contexts of [Ele[l]ENilel) in the future will affect commerce: where the m does not enable secure transactions; where it makes it very easy to hide the source of interference; where it facilitates the distribution of illegal copies of software and

music. In these contexts, commerce at least will not view [IEI[IEIJINY as a virtue; BlEte[WIEIIY here will interfere with the ability of commerce to flourish.
So what can be done?
There are many who think that nothing can be done: that the [S[alt=le[S|EIo]I[18Y of the is fixed; that there is nothing we can do to change it; that it will, so Ioni as itis the , remain BIERIIELIE space. That its "nature" makes it so.

But no thought is more dangerous to the future of liberty in than this faith in freedom guaranteed by the . For the is not fixed. The ElggaliE| (s of is not given. [SIE[RETe]IIIAY is a function of , but the can change. Other can be layered onto the basic TCP/IP protocols,
and these other EIEal e l{- can make behavior onthe = fundamentally [ERNIELE. Commerce is building these other Elfealietiio; the can help; the two together can transform the character of the Net. They can and they are.

OTHER

What makes the BIIEEPIEL]LE is that it is hard to tell who someone is, and hard to know the character of the content being delivered. Both of these features are now changing. [Altehlicil= for facilitating identification--or, more generally, for certifying facts about the user (that he is over 18; that he is a he; that he is an
American; that he is a )--are emerging. for rating content (porn, hate speech, violent speech, political speech) have been described and are being implemented. Each is being developed without the mandate of m and the two together could facilitate an extraordinary degree of control over
behavior on the . The two together, that is, could flip the [FIEle[FETe]IlIY] of the

Could--depending upon how they are designed. [A\gliEeill=E are not binary. There is not simply a choice about implementing an identification , or a rating , or not. What the enables, and how it limits its control, are choices. And depending upon these choices, much more than
_o PIETIINY will be at stake.

Consider identification, or certification, first. We have many certification in real space. The driver's license is a simple example. When the police stop you and demand your license, they are asking for a certain certification that you are licensed to drive. That certification includes your name, your
sex, your age, where you live. It must include all that because there is no other simple way to link the license to the person. You must give up all these facts about yourself to certify that in fact you are the proper holder of the license.

But certification in could be much more narrowly tailored. If a site required that only adults enter, you could--using certification technologies--certify that you were an adult, without also revealing who you were or where you came from. The technology could make it possible to selectively certify facts about you,
while withholding other facts about you. The technology could function under a "least-revealing-means" test in even if it can't in real space.

Could--depending upon how it was designed. But there is no necessity that it will develop like this. There are other developing--we could call them "one-card-shows all." In these , there is no simple way to limit what gets revealed by a certificate. If a certificate holds your name, address, age,
citizenship, and whether you are a , and if you need to certify that you are a , this would certify not only that you are a --but also all the other facts about you that the certificate holds. Under this m more is better. Nothing enables the individual to steer for less.

The difference between these designs is that one enables privacy in a way that the other does not. One privacy into an identification by giving the user a simple choice about how much is revealed; the other is oblivious to that value.

Thus whether the certification that emerges protects privacy depends upon the choices of those who . Their choices depend upon the incentives they face. If protecting privacy is not an incentive--if the market has not sufficiently demanded it and if has not, either--then this will not provide it.

The example about identification is just one among many. Consider another, involving information privacy. RealdJukebox is a technology for copying music from a CD to a computer, as well as for downloading music from the to store on a computer's hard drive. In October it was revealed that the system was a bit
nosy--that it snooped the hard disk of the user and reported back to the company what it found. It did this secretly, of course; RealNetworks didn't tell anyone its product was collecting and reporting personal data. It just did. When this snooping was discovered, the company at first defended the practice (saying no data

about individuals were actually stored). But it quickly came to its senses, and promised not to collect such data.

This "problem" is caused, again, by the You can't easily tell in who's snooping what. And while the problem might be corrected by an (a technology called P3P would help), here's a case where would do well. If these data were deemed the property of the individual, then taking
them without express permission would be theft.

In these contexts, and others, will enable values from our tradition--or not. In each, there will be decisions about how best to build out the consistent with those values, and how to integrate those with [£14. The choice about and will be a choice about values.
MAKING CHOICES ABOUT VALUES

So should we have a role in choosing this , if this will choose our values? Should we care about how values emerge here?

In another time, this would have been an odd question. SElRe[aEInlnEN is all about tracking and modifying influences that affect fundamental values--or, as | described them at the start, that affect liberty. In another time we would have said, "Obviously we should care. Obviously we should have a role."
But we live in an era fundamentally skeptical about SElige[a¥Clnlnthl. Our age is obsessed with leaving things alone. Let the develop as the would develop it, the common view has it. Keep m out.

This is an understandable view, given the character of our IELe]y. Given its flaws, it no doubt seems best simply to keep away. But this is an indulgence that is dangerous at any time. It is particularly dangerous now.

Our choice is not between "[{z]s " and "." The . It implements values, or not. It enables freedoms, or disables them. It protects privacy, or promotes monitoring. People choose how the does these things. People write the . Thus the choice is not whether people will decide how
. People-- --will. The only choice is whether we collectively will have a role in their choice--and thus in determining how these values m--or whether collectively we will allow the to select our values for us.

For here's the obvious point: when steps aside, it's not as if nothing takes its place. It's not as if private interests have no interests; as if private interests don't have ends that they will then pursue. To push the button is not to teleport us to Eden. When the interests of are gone,
other interests take their place. Do we know what those interests are? And are we so certain theé are anrthing better?

Our first response should be hesitation. It is proper to let the market develop first. But as the checks and limits what does, so too should [elgiiiFitlelsEl| values check and limit what a market does. We should test both the of and the product of a market against these values. We should

interrogate the of as we interrogate the of .
Unless we do, or unless we learn how, the relevance of our [JejgEiiiitjifelgEl| tradition will fade. The importance of our commitment to fundamental values, through a self-consciously enacted , will fade. We will miss the threat that this age presents to the liberties and values that we have inherited. The of
will be how it, but we will have lost our role in setting that
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by Lawrence Lessig

Every age has its potential , its threat to . Our founders feared a newly empowered federal ; the [®fe]gEitl1ife]y) is written against that fear. John Stuart Mill worried about the by social norms in nineteenth-century England; his book On is written against that . Many of the
progressives in the twentieth century worried about the injustices of the market. The reforms of the market, and the safety nets that surround it, were erected in response.

Ours is the age of . It, too, has a . This , too, threatens . But so obsessed are we with the idea that means "freedom from M" that we don't even see the in this new space. We therefore don't see the threat to that this presents.

This m is --the software and hardware that make as itis. This , or , sets the terms on which life in is experienced. It determines how easy it is to protect privacy, or how easy it is to censor speech. It determines whether access to information is general or whether
information is zoned. It affects who sees what, or what is monitored. In a host of ways that one cannot begin to see unless one begins to understand the nature of this , the of m

This is changing. The of is changing. And as this changes, the character of will change as well. will change from a place that protects anonymity, free speech, and individual control, to a place that makes anonymity harder, speech less free, and individual control
the province of individual experts only.

My aim in this short essay is to give a sense of this , and a sense of how it is changing. For unless we understand how can embed, or displace, m from our [&egisiiifelgEl| tradition, we will lose control over those m The in - --will displace them.

L [SAREGULATIONSKelS

The basic of the implements a set of protocols called TCP/IP. These protocols enable the exchange of data among interconnected networks. This exchange occurs without the networks knowing the content of the data, or without any true idea of who in real life the sender of a given bit of data is. This is
neutral about the data, and ignorant about the user.

These features of TCP/IP have consequences for the "[Es[HEIIILY" of behavior on the . They make [Ee[UlEllple| behavior difficult. To the extent that it is hard to identify who people are, it is harder to trace behavior back to a particular individual. And to the extent it is hard to identify what kind of data is being sent, it is
harder to the use of particular kinds of data. These Elfeili=lail|¢l| features of the mean that S[)EIRINENIE are relatively disabled in their ability to [EFIEIE behavior on the

In some contexts, for some, this [ElEle[llELe]INNYY] is a virtue. This feature of the , for example, protects free speech. It EYFirst AmendmentfiiiteRist-Rarchiteciurefe , because it makes it relatively hard for , or powerful institutions, to control who says what when. Information from Bosnia or East
Timor can flow freely to the world because the makes it hard for in those countries to control how information flows. The Net makes it hard because its Elgilicigil[isl makes it hard.

But in other contexts, in the view of others, this [I[gIETe[VELs]IlIsY is not a virtue--take the German confronted by Nazi speech, for example, or the U.S. [s[e)SlfalnENli faced with child pornography. In these contexts, the disables m as well. But in these contexts, [[IETe[VIEIIY is viewed as a vice.
And not just with Nazi speech and child porn. The most important contexts of [Ele[l]ENilel) in the future will affect commerce: where the m does not enable secure transactions; where it makes it very easy to hide the source of interference; where it facilitates the distribution of illegal copies of software and

music. In these contexts, commerce at least will not view [IEI[IEIJINY as a virtue; BlEte[WIEIIY here will interfere with the ability of commerce to flourish.
So what can be done?
There are many who think that nothing can be done: that the [S[alt=le[S|EIo]I[18Y of the is fixed; that there is nothing we can do to change it; that it will, so Ioni as itis the , remain BIERIIELIE space. That its "nature" makes it so.

But no thought is more dangerous to the future of in than this faith in freedom guaranteed by the . For the is not fixed. The ElggaliE| (s of is not given. [SIE[TETe]IIIAY is a function of , but the can change. Other can be layered onto the basic TCP/IP protocols,
and these other EIEal e il{- can make behavior onthe = fundamentally [ERNIELE. Commerce is building these other Elfealietiio); the can help; the two together can transform the character of the = . They can and they are.

OTHER

What makes the BIIEEPIEL]LE is that it is hard to tell who someone is, and hard to know the character of the content being delivered. Both of these features are now changing. [Altehlicil= for facilitating identification--or, more generally, for certifying facts about the user (that he is over 18; that he is a he; that he is an
American; that he is a )--are emerging. for rating content (porn, hate speech, violent speech, political speech) have been described and are being implemented. Each is being developed without the mandate of m and the two together could facilitate an extraordinary degree of control over
behavior on the . The two together, that is, could flip the [FIEle[FETe]IlIY] of the

Could--depending upon how they are designed. [A\gliEeill=E are not binary. There is not simply a choice about implementing an identification , or a rating , or not. What the enables, and how it limits its control, are choices. And depending upon these choices, much more than
_o PIETIINY will be at stake.

Consider identification, or certification, first. We have many certification in real space. The driver's license is a simple example. When the police stop you and demand your license, they are asking for a certain certification that you are licensed to drive. That certification includes your name, your
sex, your age, where you live. It must include all that because there is no other simple way to link the license to the person. You must give up all these facts about yourself to certify that in fact you are the proper holder of the license.

But certification in could be much more narrowly tailored. If a site required that only adults enter, you could--using certification technologies--certify that you were an adult, without also revealing who you were or where you came from. The technology could make it possible to selectively certify facts about you,
while withholding other facts about you. The technology could function under a "least-revealing-means" test in even if it can't in real space.

Could--depending upon how it was designed. But there is no necessity that it will develop like this. There are other developing--we could call them "one-card-shows all." In these , there is no simple way to limit what gets revealed by a certificate. If a certificate holds your name, address, age,
citizenship, and whether you are a , and if you need to certify that you are a , this would certify not only that you are a --but also all the other facts about you that the certificate holds. Under this m more is better. Nothing enables the individual to steer for less.

The difference between these designs is that one enables privacy in a way that the other does not. One privacy into an identification by giving the user a simple choice about how much is revealed; the other is oblivious to that .

Thus whether the certification that emerges protects privacy depends upon the choices of those who . Their choices depend upon the incentives they face. If protecting privacy is not an incentive--if the market has not sufficiently demanded it and if has not, either--then this will not provide it.

The example about identification is just one among many. Consider another, involving information privacy. RealdJukebox is a technology for copying music from a CD to a computer, as well as for downloading music from the to store on a computer's hard drive. In October it was revealed that the system was a bit
nosy--that it snooped the hard disk of the user and reported back to the company what it found. It did this secretly, of course; RealNetworks didn't tell anyone its product was collecting and reporting personal data. It just did. When this snooping was discovered, the company at first defended the practice (saying no data

about individuals were actually stored). But it quickly came to its senses, and promised not to collect such data.

This "problem" is caused, again, by the You can't easily tell in who's snooping what. And while the problem might be corrected by an (a technology called P3P would help), here's a case where would do well. If these data were deemed the property of the individual, then taking
them without express permission would be theft.

In these contexts, and others, Elg=alicil=E will enable m from our tradition--or not. In each, there will be decisions about how best to build out the consistent with those m and how to integrate those with [£14. The choice about and will be a choice about .
MAKING CHOICES ABOUT /A 180/ =5)

So should we have a role in choosing this , if this will choose our M? Should we care about how m emerge here?

In another time, this would have been an odd question. SElRe[a1nlnEN is all about tracking and modifying influences that affect fundamental m--or, as | described them at the start, that affect . In another time we would have said, "Obviously we should care. Obviously we should have a role."
But we live in an era fundamentally skeptical about SElige[a¥Clnlnthl. Our age is obsessed with leaving things alone. Let the develop as the would develop it, the common view has it. Keep out.

IELe]y. Given its flaws, it no doubt seems best simply to keep away. But this is an indulgence that is dangerous at any time. It is particularly dangerous now.

. It implements m or not. It enables freedoms, or disables them. It protects privacy, or promotes monitoring. People choose how the does these things. People write the . Thus the choice is not whether people will decide how
. People-- --will. The only choice is whether we collectively will have a role in their choice--and thus in determining how these m)m

--or whether collectively we will allow the to select our EINEE for us.
For here's the obvious point: when steps aside, it's not as if nothing takes its place. It's not as if private interests have no interests; as if private interests don't have ends that they will then pursue. To push the gllifs[e\7=1falaglelali button is not to teleport us to Eden. When the interests of are gone,
other interests take their place. Do we know what those interests are? And are we so certain they are anything better?
Our first response should be hesitation. It is proper to let the market develop first. But as the mvchecks and limits what does, so too should [gejgEiiitilelgE] m check and limit what a market does. We should test both the of and the product of a market against these m We should

This is an understandable view, given the character of our
Our choice is not between "m" and "." The

interrogate the of as we interrogate the of .
Unless we do, or unless we learn how, the relevance of our [dejgEiiiiifelgt=l tradition will fade. The importance of our commitment to fundamental , through a self-consciously enacted , will fade. We will miss the threat that this age presents to the and m that we have inherited. The of
will be how it, but we will have lost our role in setting that
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Code is Law. On Liberty in Cyberspace.
by Lawrence Lessig

Every age has its potential regulator, its threat to liberty. Our founders feared a newly empowered federal government; the Constitution is written against that fear. John Stuart Mill worried about the regulation by social norms in nineteenth-century England; his book On Liberty is written against that regulation. Many of the
progressives in the twentieth century worried about the injustices of the market. The reforms of the market, and the safety nets that surround it, were erected in response.

Ours is the age of cyberspace. It, too, has a regulator. This regulator, too, threatens liberty. But so obsessed are we with the idea that liberty means "freedom from government" that we don't even see the regulation in this new space. We therefore don't see the threat to liberty that this regulation presents.

This regulator is code--the software and hardware that make cyberspace as it is. This code, or architecture, sets the terms on which life in cyberspace is experienced. It determines how easy it is to protect privacy, or how easy it is to censor speech. It determines whether access to information is general or whether
information is zoned. It affects who sees what, or what is monitored. In a host of ways that one cannot begin to see unless one begins to understand the nature of this code, the code of cyberspace regulates.

This regulation is changing. The code of cyberspace is changing. And as this code changes, the character of cyberspace will change as well. Cyberspace will change from a place that protects anonymity, free speech, and individual control, to a place that makes anonymity harder, speech less free, and individual control
the province of individual experts only.

My aim in this short essay is to give a sense of this regulation, and a sense of how it is changing. For unless we understand how cyberspace can embed, or displace, values from our constitutional tradition, we will lose control over those values. The law in cyberspace--code--will displace them.

THE REGULATIONS OF CODE
The basic code of the Internet implements a set of protocols called TCP/IP. These protocols enable the exchange of data among interconnected networks. This exchange occurs without the networks knowing the content of the data, or
neutral about the data, and ignorant about the user.

These features of TCP/IP have consequences for the

Iharder to reg:ulatte :he use oftiérticular klln;ilstof data..rt German govern ment / NaZ| SpeeCh ) US govern ment / Ch | Id porn
n some contexts, for some, this unregulability is a vi
can flow freely to the world because the Net ma

But in other contexts, in the view of others, this unregulability is not a virtue--take the [€l]inElRe [ =ITaln iAo aligela Cle NV ANEVAR o ETely, for example, or the [UESHYe[el=Tialaal=lai R e=Tel=Te ROY1 (s Welpllle Neloliglole[E=TelalY. In these contexts, the architecture disables regulation as well. But in these contexts, unregulability is viewed as a vice.

And not just with |NEFARS oI RE e Nelglioleleldyl. The most important contexts of regulation in the future will affect Internet commerce: where the architecture does not enable secure transactions; where it makes it very easy to hide the source of interference; where it facilitates the distribution of illegal copies of software and
music. In these contexts, commerce at least will not view unregulability as a virtue; unregulability here will interfere with the ability of commerce to flourish.

Bosnia / East Timor

ents, or powerful institutions, to control who says what when. Information from or

So what can be done?
There are many who think that nothing can be done: that the unregulability of the Internet is fixed; that there is nothing we can do to change it; that it will, so long as it is the Internet, remain unregulable space. That its "nature" makes it so.

But no thought is more dangerous to the future of liberty in cyberspace than this faith in freedom guaranteed by the code. For the code is not fixed. The architecture of cyberspace is not given. Unregulability is a function of code, but the code can change. Other architectures can be layered onto the basic TCP/IP protocols,
and these other architectures can make behavior on the Net fundamentally regulable. Commerce is building these other architectures; the government can help; the two together can transform the character of the Net. They can and they are.

OTHER ARCHITECTURES

What makes the net unregulable is that it is hard to tell who someone is, and hard to know the character of the content being delivered. Both of these features are now changing. Architectures for facilitating identification--or, more generally, for certifying facts about the user (that he is over 18; that he is a he; that he is an
American; that he is a lawyer)--are emerging. Architectures for rating content (porn, hate speech, violent speech, political speech) have been described and are being implemented. Each is being developed without the mandate of government, and the two together could facilitate an extraordinary degree of control over
behavior on the Net. The two together, that is, could flip the unregulability of the Net.

Could--depending upon how they are designed. Architectures are not binary. There is not simply a choice about implementing an identification architecture, or a rating architecture, or not. What the architecture enables, and how it limits its control, are choices. And depending upon these choices, much more than
regulability will be at stake.

Consider identification, or certification, architectures first. We have many certification architectures in real space. The driver's license is a simple example. When the police stop you and demand your license, they are asking for a certain certification that you are licensed to drive. That certification includes your name, your
sex, your age, where you live. It must include all that because there is no other simple way to link the license to the person. You must give up all these facts about yourself to certify that in fact you are the proper holder of the license.

But certification in cyberspace could be much more narrowly tailored. If a site required that only adults enter,
while withholding other facts about you. The technology could function under a "least-reveali

ou could--using certification technologies--certify that you were an adult, without also revealing who you were or where you came from. The technology could make it possible to selectively certify facts about you,

Could--depending upon how it was designed. But there is no necessity that it will develop lik ll." In these architectures, there is no simple way to limit what gets revealed by a certificate. If a certificate holds your name, address, age,

citizenship, and whether you are a lawyer, and if you need to certify that you are a lawyer, th ReaIJ u kebox bout you that the certificate holds. Under this architecture, more is better. Nothing enables the individual to steer for less.
The difference between these designs is that one enables privacy in a way that the other dog choice about how much is revealed; the other is oblivious to that value.
Thus whether the certification architecture that emerges protects privacy depends upon the choices of those who code. Their choices depend upon the incentives they face. If protecting privacy is not an incentive--if the market has not sufficiently demanded it and if law has not, either--then this code will not provide it.

The example about identification is just one among many. Consider another, involving information privacy. [REEIIIEIe)s is a technology for copying music from a CD to a computer, as well as for downloading music from the Net to store on a computer's hard drive. In October it was revealed that the system was a bit
nosy--that it snooped the hard disk of the user and reported back to the company what it found. It did this secretly, of course; [REEINEINTGE didn't tell anyone its product was collecting and reporting personal data. It just did. When this snooping was discovered, the company at first defended the practice (saying no data
about individuals were actually stored). But it quickly came to its senses, and promised not to collect such data.

This "problem" is caused, again, by the architecture. You can't easily tell in cyberspace who's snooping what. And while the problem might be corrected by an architecture (a technology called P3P would help), here's a case where law would do well. If these data were deemed the property of the individual, then taking
them without express permission would be theft.

In these contexts, and others, architectures will enable values from our tradition--or not. In each, there will be decisions about how best to build out the Internet's architecture consistent with those values, and how to integrate those architectures with law. The choice about code and law will be a choice about values.

MAKING CHOICES ABOUT VALUES

So should we have a role in choosing this code, if this code will choose our values? Should we care about how values emerge here?

In another time, this would have been an odd question. Self-government is all about tracking and modifying influences that affect fundamental values--or, as | described them at the start, regulations that affect liberty. In another time we would have said, "Obviously we should care. Obviously we should have a role."
But we live in an era fundamentally skeptical about self-government. Our age is obsessed with leaving things alone. Let the Internet develop as the coders would develop it, the common view has it. Keep government out.

This is an understandable view, given the character of our government's regulation. Given its flaws, it no doubt seems best simply to keep government away. But this is an indulgence that is dangerous at any time. It is particularly dangerous now.

Our choice is not between "regulation" and "no regulation." The code regulates. It implements values, or not. It enables freedoms, or disables them. It protects privacy, or promotes monitoring. People choose how the code does these things. People write the code. Thus the choice is not whether people will decide how
cyberspace regulates. People--coders--will. The only choice is whether we collectively will have a role in their choice--and thus in determining how these values regulate--or whether collectively we will allow the coders to select our values for us.

For here's the obvious point: when government steps aside, it's not as if nothing takes its place. It's not as if private interests have no interests; as if private interests don't have ends that they will then pursue. To push the antigovernment button is not to teleport us to Eden. When the interests of government are gone,
other interests take their place. Do we know what those interests are? And are we so certain they are anything better?

Our first response should be hesitation. It is proper to let the market develop first. But as the Constitution checks and limits what Congress does, so too should constitutional values check and limit what a market does. We should test both the laws of Congress and the product of a market against these values. We should
interrogate the architecture of cyberspace as we interrogate the code of Congress.

Unless we do, or unless we learn how, the relevance of our constitutional tradition will fade. The importance of our commitment to fundamental values, through a self-consciously enacted constitution, will fade. We will miss the threat that this age presents to the liberties and values that we have inherited. The law of
cyberspace will be how cyberspace codes it, but we will have lost our role in setting that law.

Harvard Magazine, January 1, 2000
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Code Is Law. on Liberty in Cyberspace iy o /\\
. . , / \ \\ ®
Lawrence Lessig, Harvard Magazine, January 1, 2000. \\ . i / ‘\
» o d | N\
F > ®

“To push the antigovernment button is not to teleport us to Eden.”

e [a constitution nous protege du gouvernement (Parlement). |
A chaque age sa régulation : aujourd’hui, c’est le code. |
e [aréegulation par le code change : moins anonyme, moins libre, moins controlable individuellement, |
o TCP/IP code le premier amendement : la liberté d'expression. |
e Mais cette liberté n'a pas gue des vertus (neonazis, pedopornographie).
o [absence de regulation n'est pas naturelle, elle est codee et le code peut changer.
 Ne rien faire, c'est laisser ceux qui codent faire la lol.

e |l ne faut pas choisir entre réguler ou ne pas reguler, mais choisir la regulation.

o Lorsgue les interéts du gouvernement disparaissent, d'autres intéréts prennent le dessus.

e | est guestion de valeurs et des moyens d'inscrire ces valeurs dans le code.

Code is law 7 Boris Beaude - THEMA - Université de Lausanne - 2025
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Google Search Engine

This 15 a demo of the Google Search Engine. Note, it 15 research in progress so expect some downtines and
malfunctions. Y ou can find the older Backrub web page here.

Google 15 being developed by Larry Page and Sergey Brin with very talented implementation help by Scott
Hassan and Alan Sterembers.

SfeES =

Search Stanford

“ageRank

e Brevet (Lawrence Page / Stanford), le 9 janvier 1998. e | e ||

e |nspiré de la scientometrie : « Intuitively, a document should be important (regardless of its
Search The Web

content) if it is highly cited by other documents ». |
|1Dresults -] ICIustering on | Search I

* "PageRank est un champion de la democratie |...] . tout lien pointant de la page A a la

page B est consideré comme un vote de la page A en faveur de la page B », google.com google stanford.edu, 1997
A D
(why use), 27/11/2001 o D o4
0.2 > B B
, C s y oo . , , N - A N — 0.2

e (e quiest original, ce n'est pas d'utiliser les liens hypertextes, mais de le faire de maniere N 02

recursives, et de les considerer comme des votes . « la réeputation se merite ou s'achete ». - 7’

1 / 1 1 1 1 1 / 1 | C | C

* PageRank n'a pourtant rien de democratique, puisqu il accorde une poids differentiel au / N

\—

vote selon la popularité.

e PageRank n'est plus explicite. Il repose sur des criteres tres nombreux et a une incidence FIG. 1

FIG. 2
Lawrence Page, Patent US6285999, Method for node ranking in a linked database, 9 janvier 1998

considérable sur la hierarchie de 'information
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“ageRank

e (Google intervient finalement sur :

e les termes antisémites et l'incitation a la haine raciale.
e la pédopornographie.

e [gpologie du terrorisme.

e les contenus protéges par la propriété intellectuelle.

e |a diffamation

e e droit aloubli

* le google bombing et le spamdexing (blacklist de bmw.de en 2000).
e leréférencement de Wikipedia.

e les contenus juges de mauvaise gualité par Google.
e les sites non responsive et non adaptes aux mobiles.
e [|individualisation des resultats selon

e |a géolocalisation.

* le moment de la jounée.

e [historique des recherches.

e ['historigue de navigation.

Google Search Engine

This 15 a demo of the Google Search Engine. Note, it 15 research in progress so expect some downtines and
malfunctions. Y ou can find the older Backrub web page here.

Google 15 being developed by Larry Page and Sergey Brin with very talented implementation help by Scott
Hassan and Alan Sterembers.

SfeES =

Search Stanford

|
|1Uresults | ICIustering on »| Search I

Search The Web

|
|1Dresults -] |Clusteringon -] Searc:hl

‘_'B N A AN
0.4
0.2 — B B
- ﬂ — 0.2
— 0.2
— 7,
[ ¢ D | c %
© 0.4
/ 0.4
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FIG. 1
FIG. 2

Lawrence Page, Patent US6285999, Method for node ranking in a linked database, 9 janvier 1998
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e Ambiguité entre 'algorithme et le classement des pages.

e PageRank n'est pas l'algorithme de Google pour classer les réesultats, mais I'un des calculs de « 'autorité » des pages !

o Best Answer

Susan Moskwa said:

We've been telling people for a long time that they shouldn't focus on PageRank so much; many site owners seem to think it's the most
important metric for them to track, which is simply not true. We removed it because we felt it was silly to tell people not to think about it, but
then to show them the data, implying that they should look at it. :-)

More details on why not to obsess over PageRank here:
http://sites.google.com/site/webmasterhelpforum/en/fag--crawling--indexing---ranking#pagerank

Marked best answer by Susan Moskwa a
B

Susan Moskwa (Google), Webmaster Central Help Forum,
https://productforums.google.com/forum/?hl=en#!category-topic/webmasters/webmaster-tools/29GtmYDt8L 0,
14 octobre 2009
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